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Abstract 

In this tutorial we give an overview of the basic ideas second order cone programming (SOCP) 

formulations machines for support vector machine (SVM) algorithms. Furthermore, we include 

a summary of currently used algorithms for training SVM algorithms, covering both the 

quadratic (or convex) programming part and advanced methods for dealing with imbalanced 

and multiclass datasets. Finally, we mention some modifications and extensions that have been 

applied to the standard SOCP algorithm, and discuss the aspect of regularization from a SOCP-

SVM perspective. 
 

Keywords: Second order cone programming, support vector machine, imbalanced dataset, multi-

class. 

 

 

1.       Introduction  
 

The classification is one of the main topics in data mining, since it is used in different 

of fields such as computer vision [1], Credit Scoring [2], medical diagnosis [3] and so on 

[4-7]. Among the available proposed methods, SVM [8-10] has many advantages, 

including the ability to generalize the new sample and the low number of parameters [11]. 

The main idea of SVM is to find an optimal hyperplane between positive and negative 

samples of class. The optimal hyperplane, with a maximized margin between the two 

parallel hyperplanes, is obtained which minimizes a Quadratic Programming Problem 

(QPP).   

TwinSVM is one of the extensions of SVM.  This method makes two classifiers, one of 

them is very close to samples one of the classes and the second hyperplane is the maximum 

distance [12,13]. In recent years, in SVM community, SOCP (Second Order Cone 

Programming) methods has is highly regarded because performance of these methods is 

usually better than the other initial proposed methods. these methods in the papers [14,15] 

have a lot of large number of constraints, which increases the time complexity. In front of, 

the method proposed in the paper [16] describes that by considering all possible choices of 

class-conditional densities in a way that with a given mean and covariance and also for 

each training pattern considered to be a different constraint. There have been many reforms 

in the field of SVM [17-19]. In the paper [17], SOCP-SVM method was implemented in 
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the form of soft margin. In this way, the complexity of the classifier was controlled by 

adding a slack variable to the conic constraint. In the paper [18], NHSVM (Nonparallel 

Hyperplane SVM) [20] was implemented as SOCP. In the paper [19], the combination of 

TBSVM [21] and SOCP-SVM was presented. In the same formulation, a method to 

classify multi-class data was also provided [22].  

This paper is categorized as follows. In Section 2, we review the theory and the algorithm 

thought of three representative SVM algorithms, Section 3 gives the research progress of 

them. Then, in Section 4, we list specific applications of SOCPSVM algorithms in recent 

years. Finally, we provide concluding remarks and discuss the direction of future research. 
 

 

1. 2.      Review of representatives SOCP SVM algorithms 
 

In this section, we explain the formulas of SVM [4,6], TwinSVM [12]. subsequently, 

the NH-SVM formulation [20] is presented. In these methods, consider a set of samples 

with their labels (xk,yk) that for xi ∈ R
n
 i = 1…m and  yi ∈ {−1,+1} and the number of 

elements of the positive and negative class by m1 and m2 respectively, by  ∈        a 

data matrix for the positive class and   ∈       a data matrix for the negative class. 

For binary data classification problems, SOCP SVM algorithms aim to find a hyperplane 

for each class, such that each hyperplane is proximal to the data points of one class and far 

from the data points of the other class. SOCP-SVM, ξ-SOCP-SVM, SOCP-TWSVM and 

RNH-SVM are four representative algorithms of SOCP SVM, and all the other methods 

are improved versions based on them. So, we firstly introduce the algorithm thought of the 

four representative SOCP SVM algorithms in this Section. 
 

2.1.   Support vector machine 

 

The SVM is a binary classification method that determines the optimal hyperplane 

that separates the convex hulls of both classes. SVM build a classifier of the form W
T
x + b 

that maximizes the distance from it to the nearest sample in each class. 
 

2.1.1. Linear SVM 

 

 In paper [8], by adding misclassification by minimization of the Euclidean norm and 

the misclassification error by introducing slack variables ξi, i = 1, ..., m for a sample xi and 

a penalty parameter C, that controls this tradeoff, the following formula is introduced: 

 

2.1.2. Nonlinear SVM 

 

A nonlinear function can be achieved via the Kernel Trick on the formulation (1) [8]. 
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where α∈ R
m

 is dual variables corresponding to the constraints in (1) and  (     ) is a 

kernel function. One of the kernel function is Gaussian kernel, which has the following 

form: 

where   is a free parameter. 

 
2.2. Twin support vector machine 

 

TwinSVM is a classifier in which samples are separated by creating two nonparallel 

hyperplanes instead of a hyperplane. These hyperplanes are solved by using two smaller 

QPPs. In fact, each of the two QPPs has the formulation of a SVM; the only difference is 

that instead of all the samples in constrains appear to be the only samples of the same class.  
 

2.2.1. Linear Twin SVM 
 

TwinSVM formulation [12] includes two hyperplanes in the following form: 

 

In this case, each hyperplane to your class samples is very closely and samples of the other 

class are the maximum distance.  The linear TwinSVM formulation will be solved using 

the following QPP equations: 

 

And; 
 

where c1, c2, c3, c4 are penalty parameters, and e1 and e2 are vectors of ones of appropriates 

dimensions. 

 
Figure 1- Geometric interpretation for Twin SVM 
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2.2.2. Nonlinear TwinSVM 

 

The nonlinear TwinSVM is formulated as 

and 

where  (     ) is a kernel function. One of the kernel function identify according to 

Equation (3). ξ is a slack variable. c1, c2 are penalty parameters and e1 and e2 are vectors of 

ones of appropriates dimensions. u1 and u2 are line equations.  

 
2.3. Nonparallel Hyperplane SVM (NH-SVM) 

 

The NH-SVM method constructs two nonparallel hyperplanes by solving a single 

QPP. The linear NH-SVM formulation finds two hyperplanes that each classifier is close to 

one of the training patterns and far away from the other class.  
 

2.3.1. Linear NH-SVM 

 

The linear NH-SVM formulation follows [20]: 
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where c1, c2 > 0 are regularization parameters. A point x in R
n
 is assigned to class k’ by 

identifying the nearest hyperplane according to Equation (10) and e1 and e2 are vectors of 

ones of appropriates dimensions.  

There are three terms in the objective function in (20). The second is the sum of squared 

distances from the two hyperplanes to points in the corresponding class, keeping the 

hyperplanes close to the points of the corresponding class. The third is the sum of error 

variables related with the constraints, requiring the distances from the two hyperplanes to 

points in the other class to be one or greater. 
 

2.3.2. Nonlinear NH-SVM 

 

The kernel-based formulation NH-SVM can be obtained via the kernel trick. This 

formulation is given by 
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where c1, c2 are positive parameters [20] and K(x,y) is kernel function and e1 and e2 are 

vectors of ones of appropriates dimensions. 
  
2.4. Second order cone programming support vector machine  

 

Let A and B be  vectors that generate the samples of the positive and negative classes 

respectively, with mean    and covariance   , k=1,2. In order to construct a classifier in a 

way that the probability of false-negative and false-positive errors does not exceed 1−η1 

and 1−η2, with η1, η2 ∈ (0, 1), respectively [16]. 

 
 

2.4.1. Linear SOCP-SVM 

 

The SOCP-SVM formulation provides a robust and efficient framework for 

classification since it considers all possible choices of class-conditional densities with a 

given mean and covariance matrix, achieving great predictive results under different 

conditions of the data sets. Let X1 and X2 be random vectors that generate the samples of 

the positive and negative classes respectively, with means and covariance matrices. This 

problem is formulated as follows: 
 

where    √
  

    
 and       

 
  for k=1,2 [16]. The probability of false-negative and 

false-positive errors does not exceed 1−η1 and 1−η2, with η1, η2 ∈ (0, 1), respectively.  
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Figure 2- Illustration showing SOCP-SVM [16] 

 

2.4.2. Nonlinear SOCP-SVM 

 

A nonlinear version can be obtained from formulation (11) by rewriting weight 

vector  ∈    as        , where M is a matrix whose columns are orthogonal  to 

samples; and          ∈      is the data matrix containing both positive and negative 

classes; s and r are vectors with the appropriate dimension and is obtained from combining 

coefficients. 

The mean    and covariance ∑i are given by:  

thus, there is the following equality for each class k 
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Therefore, the nonlinear formulation is given by: 
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where                    ∈      [16]. 
 

2.5. ξ-Second order cone programming support vector machine 

 

Maldonado et al. proposed an improved SOCP-SVM also named as ξ-SOCP-SVM. 

This method extends the soft margin SVM approach [8] for training data. The main issue is 

to provide a relaxation of the conic constraints by including a slack variable.  
 

2.5.1. Linear ξ-SOCP-SVM 

 

 This formulation extends the ideas of the soft-margin SVM approach for training 

data that are not linearly separable to SOCP-SVM. The main idea is to provide a relaxation 

of the conic constraints by including a slack variable, penalizing it in the objective 

function. The structural risk is then controlled by the trade-off between the Euclidean norm 

minimization and a margin variable ξ. This problem can now be stated as the following 

SOCP problem: 

    

where    √
  

    
 and       

 
  for k=1,2. The kernel-based for ξ-SOCP-SVM method 

has not been implemented [17]. 
 

2.6. Second order cone programming Twin SVM  

 

SOCP-TwinSVM is to develop a new classification method which is formulated as 

second order cone programming presented in [19]. SOCP-TwinSVM builds two 

nonparallel hyperplanes that each plane is closer to one of the two classes and is as far as 

possible from the other. In this method, instead of the convex hulls, ellipsoids are used to 

characterize each class.  
 

2.6.1. Linear SOCP-TwinSVM 

 

The reasoning behind this approach is developing two nonparallel classifiers in such 

a way that each hyperplane is closest to one of the two classes and as far as possible from 

the other class. However, ellipsoids are used to characterize each training pattern instead of 

the convex hulls. The SOCP-TwinSVM problem has been achieved as the SOCP problem: 
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where    √
  

    
 and       

 
  for k=1,2. 

 
Figure 3- Geometric interpretation for Twin SOCP-SVM [19] 

 

 
Figure 4- Geometric interpretation for Twin SOCP-SVM, influence of parameter η 

 

Figure 3 observe that η controls the size of the ellipsoid of the respective class: higher 

values of η imply bigger ellipsoids. Uneven η values allow the method to manage the 

classification performance for each class, favoring the one with higher error costs, for 

sample. 
 

2.6.2. Nonlinear SOCP-TwinSVM 

 

In this section, Twin SOCP-SVM to Kernel functions to obtain non-linear classifiers 

for the problems (16) and (17) are as following: 

The notations introduced in section 2.4.2 [19]. 
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2.7. Robust Nonparallel Hyperplane SVM (RNH-SVM) 

 

An approach for binary classification using second-order cones and nonparallel 

hyperplanes is presented in this section. 

 
2.7.1. Linear RNH-SVM 
 

In this Section, we introduce a formulation for the method, Nonparallel Hyperplane 

SVM. Its main contribution is the use of robust optimization techniques in order to 

construct nonlinear models with superior performance and appealing geometrical 

properties. This formulation extends the ideas of the NH-SVM approach [20] to second-

order cones. 

A kernel-based formulation NH-SVM can be obtained via the kernel trick. Following the 

notation introduced in section 2.4.2. This formulation is given by 

 

2.7.2. Nonlinear RNH-SVM 

 

In this Section, we show the nonlinear RNH-SVM formulation. Consider the 

following kernel-generated surface [20]: 
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where           
  and K is a type of kernel. The above surfaces are determined by the 

primal problem 

 

Where c1, c2 are positive parameters [20] and K(x,y) is kernel function and e1 and e2 are 

vectors of ones of appropriates dimensions. 
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3.      Improvement on SOCP SVM algorithms 
 

In this Section, we supply some improvements on SOCP SVM during the last few 

years from two aspects of multi class and imbalanced classification. 
 

3.1. Multi class based algorithms 

 

In paper [22] is presented novel second-order cone programming (SOCP) 

formulations that determine a linear multi-class predictor using Support Vector Machines 

(SVMs). The quadratic chance-constrained programming problem is proposed for each 

class k=1,…,K: 

 

Where        
  and     √

   

     
, for I,j=1,…,K,      

 

 
Figure 5- Linear separator for three classes [22] 

 

3.2. Imbalanced datasets based algorithms 

 

In this paper [23], a SOCP-SVM formulation for imbalanced dataset is presented. 

The main idea is to improve LP-SVM to a formulation based on second order cone 

programming. The linear SOCP programming problem is proposed: 
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For improve the previous formulation, margin variable   is then replaced by   and   , one 

for each conic constrain and matrixed in objective function. The trade-off between both 

values is managed by a positive parameter C: 
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(24) 

In this work, we introduce a cost-sensitive approach for classifying imbalanced data via 

direct margin maximization, where this task is performed separately for each class, and 

which benefits the correct prediction of the target class. 
 

 

4.      Conclusion 
 

In this paper, we review SVM approach, which extends the ideas of SVM, Twin 

SVM to second-order cones. SVM is an effective method for classification problem and 

second order approaches for SVM have the ability of generalizing training patterns 

effectively by considering a robust setting for data distribution. The design benefits the 

correct prediction of both classes. Although it extended to multi-class classification. 

The approaches construct nonparallel classifier, and represents each training pattern by an 

ellipsoid characterized by the mean and covariance of each class, instead of the reduced 

convex hulls used in standard SVM. Originally developed for linear classifiers, the method 

is also adapted to construct nonlinear classification functions via the kernel trick. The use 

of ellipsoids for SVM modeling has been applied successfully in the context of expert 

systems. 

In view of the above shortages, SOCP-SVM needs further improvement. The items 

presented in this study include: Improve the existing model, and propose TWSVM model 

with this formulation. SOCP-TWSVM has high performance and Extend the SOCP-SVM 

idea to multi-class classification. SOCP-SVM can work when there are three or more types 

of training samples. Also, Extend the SOCP-SVM idea to imbalanced data classification. 

SOCP-SVM can work when datasets are imbalanced. 
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